Joknager BI'YUP Dokrapy BGUIR
T.22, Ne 3 (2024) V.22, No 3 (2024)

@) |
http://dx.doi.org/10.35596/1729-7648-2024-22-3-84-92
Original paper

UDC 004.93:616-071

EFFECTIVE ALGORITHM FOR BIOMEDICAL IMAGE SEGMENTATION

DI ZHAO, YI TANG, ALEVTINA B. GOURINOVITCH

Belarusian State University of Informatics and Radioelectronics (Minsk, Republic of Belarus)

Submitted 20.11.2023

© Belarusian State University of Informatics and Radioelectronics, 2024
Benopycckuii rocynapCcTBeHHbIH YHUBEPCUTET HH(MOPMATUKU U PAAUOIIEKTPOHUKH, 2024

Abstract. Biomedical image segmentation plays an important role in quantitative analysis, clinical diagnosis,
and medical manipulation. Objects in medical images have different scales, types, complex backgrounds, and si-
milar tissue appearances, making information extraction challenging. To solve this problem, a module is proposed
that takes into account the features of images, which will improve the biomedical image segmentation network
FE-Net. An integral part of the FE-Net algorithm is the connection skipping mechanism, which ensures the con-
nection and fusion of feature maps from different layers in the encoder and decoder. Features at the encoder level
are combined with high-level semantic knowledge at the decoder level. The algorithm establishes connections
between feature maps, which is used in medicine for image processing. The proposed method is tested on three
public datasets: Kvasir-SEG, CVC-ClinicDB and 2018 Data Science Bowl. Based on the results of the study,
it was found that FE-Net demonstrates better performance compared to other methods in terms of Intersection over
Union and F1-score. The network under consideration copes more effectively with segmentation details and object
boundaries, while maintaining high accuracy. The study was conducted jointly with the Department of Magnetic
Resonance Imaging of the N. N. Alexandrov National Oncology Center. Access to the source code of the algorithm
and additional technical details is available at https://github.com/tyjcbzd/FE-Net.
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AnHotanust. CermeHTanus: OMOMETMIIMHCKUX U300paKeHUH UIpaeT BaKHYIO POJIb B KOJMYECTBEHHOM aHAIN3E,
KIIMHUYECKOH INarHOCTHKE W MEIUIIMHCKUX MaHUMY/SIusaX. OObEKTh Ha MEJUIMHCKAX H300paKCHUSIX UMEIOT
Pa3IMYHbII MacIITal, THII, CIIOKHBIA (POH M CXOXKMI BHEIIHUI BUJ TKaHEH, 4TO YCIIOKHSET U3BJIeueHHe nH}op-
Marn. [t perreHust JaHHOW MPOoOJIeMBbl TpeAaraeTcss MOIYb, YIUTHIBAIOIIHNA O0COOCHHOCTH H300pakeHHH,
YTO MO3BOJIMT YCOBEPIICHCTBOBATh OMOMEIUIIMHCKYIO ceTh cermeHTauuu u3obpaxkenuii FE-Net. Heorpemite-
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Mast 9acThb anroputma FE-Net — MexaHu3M Tporrycka CoeIMHEH i, 00eCTIeunBAIONINiI COeIMHEHIE U 00BeanHe-
HHE KapT MPU3HAKOB U3 Pa3IMYHBIX CIIOCB B Komepe u aekonepe. [IpusHaku Ha ypoBHE Komepa KOMOHHUPYIOTCS
C BBICOKOYPOBHEBBIMH CEMAaHTHUCCKUMH 3HAHUSIMU Ha YPOBHE JICKOZEPa. AJNTOPUTM YCTAHABIMBACT CBS3H MEK-
Jly KapTaMi TPU3HAKOB, YTO HCIIOIB3YETCA B MEIUIMHE IS 00paboTkm m300pakenuit. [IpeamaraeMprii MeTOI
MIPOTECTHPOBAH Ha TpeX o0menocTynHbIX Habopax nanHbIX: Kvasir-SEG, CVC-ClinicDB u 2018 Data Science
Bowl. Io pe3ynasraram ucciieZjoBaHus yCTaHOBIEHO, uTo FE-Net qeMoHCTpupyeT JTydInyto TpOu3BOAUTEIHLHOCTD
0 CPaBHEHHMIO C JAPYTHMH METOIaMH TI0 TokasarensiM Intersection over Union u Fl-omenku. PaccmarprBaemas
ceTh A (heKTUBHEE CITPABISIETCS C ISTANSAMH CETMEHTAIMN U IPAHULIAMH 00BEKTOB, COXPAHSS PH 3TOM BBICOKYIO
TOYHOCTH. VICCreoBaHue TPOBEEHO COBMECTHO C OTIACICHHEM MAarHHUTHO-PE30HAHCHOW Tomorpaduu Harwmo-
HaJIBHOTO OHKOJIOTHYECKOTO IieHTpa Menn H. H. Anekcanmposa. JIOCTYIT K HCXOIHOMY KOy aJITOPHTMA U JIOTION-
HUTEIFHBIM TEXHUYCCKUM JICTAJISIM pa3MelleH Mo cehiike https://github.com/tyjcbzd/FE-Net.

KiroueBble cjioBa: cermMeHTanusi OMOMEIMIIMHCKUX N300paskeHn i, CBEPTOUHAsI HEHPOHHASI CETh, MOJIYJIb PACIIO3-
HaBaHUS MPU3HAKOB, MEXaHNU3M BHUMaHU, ceTh ¢ U-00pa3Hoil apXUTEKTypPOil.

KonduuKT uHTepecoB. ABTOPHI 3a4BISAIOT 00 OTCYTCTBHH KOH(MINKTA HHTEPECOB.
Baarogapuoctb. Pabota nonnepkuBaetcss KutalickuM CTUTNIEHINATIBHBIM COBETOM.

Joas nurupoBanus. /Ixao, /lu. DPdekTHBHBINA anroput™M CerMeHTanun OMOMEIMIIMHCKUX H300pakeHuil /
Hu [Ixao, U Tan, A. b. I'ypunoswu // Hokmagsr BI'YUP. 2024. T. 22, Ne 3. C. 84-92. http://dx.doi.org/10.35596/
1729-7648-2024-22-3-84-92.

Introduction

Medical images are images generated using various imaging technologies in the medical field
and are used to diagnose, treat, and study diseases. Medical images can include image vessels, cells,
and lesions. With the continuous development of biomedical imaging technology, more and more
diagnostic imaging tools have emerged, such as magnetic resonance imaging, computed tomography,
and positron emission tomography [1]. Normally, doctors to distinguish and make diagnoses with the na-
ked eye do medical image segmentation. However, since the human eye is essentially an imperfect
tool, inter-observer and intra-observer differences are prone to occur. At the same time, when the number
of medical images increases, manual segmentation becomes tedious and expensive, and very challenging
to perform. Therefore, image segmentation technology under deep learning methods can be used as an auxi-
liary method for detection. Image segmentation refers to the subdivision of an image into components
with the same characteristics to extract regions of interest on a semi-automatic or automatic basis.

In recent years, image segmentation methods have made great progress in biomedical image seg-
mentation and clinical decision-making. Different convolutional network models have dominated de-
tection, classification, and segmentation problems in the biomedical field. Convolutional neural net-
work architectures based on encoder-decoder include U-Net [2], U-Net++ [3], ResU-Net++ [4], etc.
They have excellent performance in segmentation tasks. The success of these models is largely attribu-
ted to the skip connection. Through the joint high-resolution and low-resolution information, thereby
improving feature expression. Skip connection algorithm solves the problem of widespread seman-
tic errors between high- and low-resolution features. But information loss and fuzziness are ignored
when extracting features at each level.

In order to address this problem and enhance the performance of image segmentation, this research
proposes an improved module called the Feature-Aware Module (FAM). The proposed method utilizes
an encoder-decoder architecture and incorporates attention mechanisms and residuals to allow the net-
work to adaptively adjust the importance of each layer of features. This enables the network to focus
more on key areas, suppress irrelevant noise, and prioritize the extraction of detailed and accurate fea-
tures at each layer. This densely connected design enables the network to fully leverage the information
exchange between low-level and high-level features, thereby enhancing multi-scale expressive capabi-
lities and context awareness of the features.

Furthermore, this fine-grained attention regulation contributes to the enhancement of segmentation
accuracy and model robustness in complex scenes. The proposed model is evaluated through expe-
riments on three public datasets, and the results demonstrate significant improvements in image seg-
mentation tasks. Compared to existing methods, the proposed module excels in handling segmentation
details and boundaries while maintaining a high level of accuracy.
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Relevant studies analysis

Research has mainly focused on the meaningful feature extraction for the medical image semantic
segmentations. Efficiency is improved by using neural networks. The primary focus of research has been
on extracting meaningful features for the medical images semantic segmentation. Additionally, the effi-
ciency of segmentation has been enhanced through the utilization of neural networks.

Deep learning methods based on Convolutional Neural Networks (CNN) have demonstrated excel-
lent performance in medical image segmentation. However, CNN only assigns categories to the entire
image and does not classify individual pixels, making it unsuitable for image segmentation. In [5],
a sophisticated image semantic segmentation method called “Fully Convolutional Network (FCN)”
was proposed as an advancement of CNN. FCN substitutes a convolutional layer in the fully connected
layer place. This configuration enables training from start to finish. This algorithm allows facilitating
the per-pixel basis processing and gradual up sampling to enhance the feature dimension. Nonetheless,
this approach sacrifices some detailed information from the original image, limiting further improve-
ments in segmentation performance.

Ronneberger O. et al. [2] have developed the encoder-decoder network U-Net algorithm
on the FCN network. This is a perfect tool for various types of medical image semantic segmentation
tasks It fully utilizes both low-level and high-level features in the image through the use of skip connec-
tions mechanism.This is a perfect tool for various types of medical image semantic segmentation tasks.

Based on this method, a nested U-Net (U-Net++) network for medical image segmentation waspro-
posed [3].The encoder and decoder subnetworks are connected through a series of nested dense skip
paths in the proposed model. This method allows detailed information to be collected at different
scales. This multi-scale feature fusion technique enhances the accuracy and detail retention of seg-
mentation results. Subsequently [6] proposed an improved network Modified U-Net (mU-Net) based
on the encoder-decoder network, which improves the accuracy of image segmentation by introducing
an inverse convolutional layer and activation operations to skip the connected layers. However, they
ignore the problem of information loss and blurring during feature extraction in each layer. To solve this
problem and further improve the image segmentation performance, an improved encode-decode based
network is designed in this research.

Feature aware module

While increasing the depth of a CNN can enhance the model’s performance, it may also introduce
challenges such as the vanishing gradient problem (gradients become very small and slow down learning)
or the exploding gradient problem ( gradients become very large and cause instability during training).
To solve this problem, the idea of [7] is utilized to add shortcuts between layers in the learning paradigm,
which is the proposed FAM, the flow chart of FAM is shown below in Fig. 1, b. The FAM divides the input
of the network into two branches, the first of which first acquires the basic features of the image through
three 3x3 convolutional and constant mappings, where each convolutional layer is followed by a batch
normalization layer and a rectified linear unit (ReLU) nonlinear activation function.

Then, in order to make the module more sensitive to important features while suppressing unimpor-
tant features. Similar to the work of [8], the Squeeze and Excite (SE) module is used after the three con-
volutional networks, with the SE layer acting as a content-aware mechanism, re-weighting each chan-
nel accordingly to create a robust representation. First, the feature map is compressed by using global
average pooling to obtain a global understanding of each channel. The squeezing operation produces
a feature vector of size n, where n refers to the number of channels [9]. In the second step: excitation,
this feature vector is fed through a two-layer feed-forward neural network, where the number of features
is first reduced and then expanded to the original size n. This n-sized vector now represents the weights
of the original feature map, which are used to scale each channel [10]. The input to the second branch
is passed through 1x1 convolution and batchnorm. finally, the results of both branches of the module
are subjected to cancatenate and relu operations. The computation of the proposed module can be deno-
ted as the following formulas:

Fly=c(BN(W;e1I,)); (1)
Ly = Fys(1,); )
O, = SE(BN (Convy 4 (I,,))); 3)
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where [, is the raw input image or input feature map; F;;3 is the extracted features by convolutional
weighting operation on the output feature map; /* is the result of the &” convolution image, ke {1, 2, 3};

out
o is the weights of the convolution layer; e denotes the convolution function, ¢ represents the Relu
activation function; @ is the operation addition.

To address this issue, a solution proposed in [7] involves incorporating shortcuts between layers
within the learning paradigm. The Residua Block, introduced in [10], adopts this approach. However,
it is observed that the number of convolutional layers in each stage of the Residual Block is insufficient
for effectively extracting essential feature information. To overcome this limitation, an extension called

FAM module has been proposed.

Structure of FE-Net

For medical image segmentation, a novel model using the proposed FAM following the encoder-de-
coder architecture, which is referred to as FE-Net. The architecture of FE-Net is illustrated in Fig. 1, a.
The classical U-Net, known for its ability to handle multi-resolution synthesis and decomposition,
is employed by cascading encoders and decoders with skip connections [8]. Similarly, to address the di-
verse scales present in medical images, the proposed network adopts the classical encoder-decoder
structure. In the proposed model, the encoder performs convolution and pooling (shrinking paths)
on a given input image to create a compressed representation that can adapt to the scale of the medi-
cal image and extract local details. This compressed representation is then up-sampled in the decoder
(expansion path) using deconvolution, generating a mask that highlights the region of interest. Addi-
tionally, skip connections are incorporated to concatenate these feature maps with the corresponding
feature maps from the encoder layers. This merging of low-level and high-level semantic information
enhances the generation of accurate masks. Specifically, the feature maps are concatenated after the skip
connection, and the merged feature maps are fed into the FAM, which mitigates the problem of gradi-
ent vanishing and captures valid features. Unlike existing neural networks, the proposed network uses
bilinear interpolation instead of transposed convolution in the up-sampling process of the decoder part,
which can accelerate the model’s computation speed and inference speed while ensuring smooth zoo-
ming of the image or feature maps, saving a lot of training memory consumption and time.
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Fig. 1. The architecture of the proposed network and module:
a — architecture of FE-Net; b — flowchart of feature-aware module
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In the proposed model, 32 filters are used in the first block and then 64, 128, 256, and 512 filters
are used in each block in the network contraction path. The number of filters in each block in the net-
work expansion path corresponds to the contraction path. Finally, a binary or multiclass segmentation
mask is output using a 1x1 convolution, backed by a sigmoid layer.

Dataset description

To train and validate the proposed FE-Net models in this research, this research test it on three pub-
licly available biomedical image datasets. The descriptions of the three datasets are as follows:

1) Kvasir-SEG: this data set contains 1.000 pictures of different resolutions. The ground truth mask
corresponding to the picture consists of a large number of images annotated by professional doctors,
including normal tissue, polyps, ulcers, and other lesion types;

2) CVC-ClinicDB: this dataset includes 612 RGB images, the resolution for each image is 384x288.
These images include normal colon tissue, polyps, ulcers, and other structures and lesions. Different
patients and different lens settings were taken into account during image acquisition to ensure diversity
and realism in the data set;

3) 2018 Data Science Bowl: this data set contains 670 256x256 images. This data set provides
a large amount of cell image data, including various types of cells, such as cancer cells, normal cells, etc.

For the above three datasets, they were split into training sets, verification machines and test sets
through random sampling and in a ratio of 8:1:1. The details of the biomedical dataset used in the pro-
posed experiments, denoting the total number of images, size of input images, number of training samp-
les, number of validation samples, and number of test samples, are presented in Tab. 1.

Table 1. Details of the biomedical dataset

Dataset Images Size Train Validation | Test Application
Kvasir-SEG 1000 Variables 800 100 100 | Colonoscopy
CVC-ClinicDB 612 384288 490 61 61 Colonoscopy
2018 Data Science Bowl 670 256x256 530 67 67 Nuclie

Evaluation metrics

In this research, various standard evaluation metrics are employed [15] to validate the effectiveness
of FE-Net. These metrics include precision, dice coefficient (also known as F1 score), recall, and mean
intersection over union (mloU). All evaluation metrics can be calculated using 7P and FP, where TP rep-
resents the number of true positives and FP represents the number of false positives.

Precision: an indicator to measure the proportion of true examples (True Positive) in the model
prediction results. It indicates how many of the samples predicted as positive by the model are truly
positive. It can be calculated in formula

Precision = L (6)
TP+ FP

Dice coefficient (also known as F1 score) is a metric used to evaluate the similarity between model
predictions and real labels in an image segmentation task. It takes into account the degree of overlap
between the predicted results and the real labels, and takes a value ranging from 0 to 1. Higher values
indicate that the predicted results are more similar to the real labels. It can be calculated in formula

2TP

Dice= ——«—.
2TP+ FP+FN

(7
Recall is a measure of the proportion of True Positive samples that the model successfully detects.
It indicates how many of all True Positive samples are correctly detected by the model. It can be calcu-

lated in formula
TP

Recall=——. ()
TP+ FN
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Mean intersection over union is an average value used to evaluate the degree of overlap between
the model predictions and the true labels in an image segmentation task. It calculates the ratio between
the intersection and concatenation between the predicted results and the true labels and averages it overall
categories. Assuming that there are a total of & classes, and its calculation formula is as below in formula

1< TP
mloU = —Z—. )
k= TP+ FP+FN

Data augmentation and experimental results

Today’s deep learning researchers rely on large data sets to avoid overfitting problems and data
imbalance. Usually the data sample size of biomedical images is small. Therefore, for the train data-
set, the research choose to use data augmentation techniques. Random cropping and rotate the image
by [90°,180°, 270°] was utilized. In this way, new data sets are obtained, making the trained model more
robust. However, for the test set, data augmentation was not used [12].

1. Results on Kvasir-SEG: Kvasir-SEG is a publicly available polyp segmentation dataset. This data-
set is highly used for algorithm benchmarking. The proposed FE-Net has trained and compared with other
widely used segmentation models. Tab. 2 shows the comparison results, the proposed methods outper-
forms other models on all most all metrics. It can be observed that the precision of FE-Net is 91.57 %,
which is 8.70 and 1.52 % better than Attention U-Net [13] and recent FANet [10].

2. Results on CVC-ClinicDB: CVC-ClinicDB is a well-known dataset in the field of polyp segmen-
tation, widely used for evaluating the performance of various algorithms. In proposed study, the pro-
posed network was trained on the CVC-ClinicDB dataset and conducted a comprehensive comparison
with other popular segmentation models. The results, as shown in Tab. 3, demonstrate the effectiveness
and efficiency of the proposed approach in accurately segmenting polyps in the CVC-ClinicDB dataset.
The proposed model achieved competitive performance and outperformed several state-of-the-art mo-
dels in terms of segmentation accuracy and other evaluation metrics. Among them, the proposed model
has a very large improvement in the ResU-Net++ [4] of SOTA, with improvements in recall and preci-
sion of 28.01 and 6.15 % respectively. Expect higher recall rates in clinical testing.

Table 2. Comparison of experimental results on Kvasir-SEG dataset

Dataset Method F1 mloU Recall Precision
U-Net [2] 0.5969 0.4713 0.6171 0.6722
ResU-Net++ [4] 0.6902 0.5721 0.7248 0.7454
FCN [6] 0.8310 0.7365 0.8346 0.8817
_ DoubleU-Net [14] 0.8129 0.7332 0.8402 0.8611
Kvasir-SEG U-Net++ [3] 0.8002 0.7000 0.8716 0.7992
Attention U-Net [13] 0.7944 0.6959 0.8383 0.8287
FANet [10] 0.8803 0.8153 0.9058 0.9005
Authors 0.8896 0.8303 0.9035 0.9157

Table 3. Comparison of experimental results on CVC-ClinicDB dataset

Dataset Method Fl1 mloU Recall Precision
U-Net [2] 0.8230 0.7550 0.6472 0.7881
ResU-Net++ [4] 0.7955 0.4545 0.6683 0.8877
CVC-ClinicDB U-Net++ [3] 0.9377 0.8890 0.9405 0.9432
Attention U-Net [13] 0.9325 0.8856 0.9276 0.9546
Authors 0.9466 0.9008 0.9484 0.9492

3. Results on 2018 Data Science Bowl: the 2018 Data Science Bowl is a renowned competition
that focuses on the challenging task of polyp segmentation. The proposed network was built to parti-
cipate in the competition and trained proposed network using the provided dataset. The results ob-
tained from the proposed model were compared against other top-performing models in the challenge.
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As depicted in Tab. 4, the proposed approach showcased remarkable performance on the 2018 Data Sci-
ence Bowl dataset, achieving high segmentation accuracy and demonstrating its capability to accurately
detect and segment polyps. The proposed model's performance outperformed several strong competitors
and showcased its potential for real-world application in polyp segmentation tasks [11].

Table 4. Comparison of experimental results on 2018 Data Science Bowl dataset

Dataset Method F1 mloU Recall Precision
U-Net [2] 0.7573 0.9103 0.6059 0.9015
DoubleU-Net [14] 0.7683 0.8407 0.6407 0.9596
2018 Data
. U-Net++ [3] 09117 0.8477 0.9203 0.9107
Science Bowl
Attention U-Net [13] 0.9179 0.8570 0.9183 0.9235
Authors 0.9243 0.8642 0.9395 0.9860

Experimental details and visualization

The training and testing for FE-Net were conducted on Python version 3.9 with PyTorch 1.13.1
backend. The PyTorch library provides training and testing functions for the given datasets. The pro-
posed method has been implemented in the code by creating a new FAM. The FAM divides the input into
two branches, where the first branch extracts basic image features using three continuous convolutional
layers (kernel size and padding size equal to 3 and 1 respectively), batch normalization, and ReLU ac-
tivation. Additionally, the SE module is utilized after the convolutional layers to enhance sensitivity
to important features through channel re-weighting. This is achieved by compressing the feature map,
applying an averge pooling layer and a two-layer feed-forward network to obtain weights, and scaling
each channel accordingly. Here, the compression ratio is 16. The input to the second branch undergoes
1x1 convolution (kernel size is 1 without padding) and batch normalization. Finally, the outputs of both
branches are concatenated and passed through the ReL U activation function.

To achieve the best performance results, certain parameters need to be set for the neural network.
The “train” function accepts the following parameters: images, labels, number of classes, epochs,
and optimizer. The neural network adjusts its weights based on the results obtained after each iteration
using different algorithms known as optimizers, which involve calculations on the difference between
the results.In this implementation, the network utilizes stochastic gradient descent as the optimizer due
to its simplicity in calculating the gradient of the network loss function. The initial learning rate value
for all datasets was set to “1e-4”. The learning rate decreases gradually during training. To ensure accu-
rate timing during the training process, the model was warmed up before actual training [15]. The trai-
ning batch size was set to 16, and the maximum epoch was set to 500.

Fig. 2, b below shows the variations in training loss on three different datasets. It can be observed
that the model reaches convergence around the 300" epoch. Once the training of the model was comple-
ted, the model parameters were saved in *.pth format for future use in predicting new images. Fig. 2, a
displays the predicted segmentation masks of the model on different datasets. It is evident that the pro-
posed model performs well in terms of segmentation accuracy and detail retention.

Conclusion

1. The research aims are to improve the processing of segmentation details and boundaries in biome-
dical segmentation without compromising high accuracy. Thus, a novel encoder-decoder based model
has been proposed for biomedical image segmentation. The model is comprised of the skip connec-
tion strategy and the feature aware module. The skip connections algorithm incorporating into Fea-
ture Enhancement Networks allows the reuse of features from the encoder and decoder layers. Thus
the network to integrate both low-level and high-level information efficiently and improve the accuracy
and precision of the generated masks. The feature aware module incorporates the idea of residual blocks
by adding shortcut links between layers to facilitate feature learning. At the same time, the Squeeze
and Excite module is embedded to increase the sensitivity of the module to important features and sup-
press unimportant features by reweighting each channel according to its importance.
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Fig. 2. Visualization and training loss variations:
a — comparison of the original image, ground truth mask and predicted mask
of the proposed FE-Net networks on the Kvasir-SEG, 2018 DSB, and DRIVE datasets;
b — training loss variations during 500 epochs

2. The proposed algorithm has been tested on three samples. The following parameters have been

used to evaluate segmentation performance and generalization ability: Dice coefficient, recall, and Mean
intersection over Union. The proposed algorithm is effective for data processing by object segmentation
methods on the proposed medical image segmentation datasets.

3. The study showed the need to optimize the neural network structure. The next step is to improve

performance and output speed for more medical image segmentation tasks. The research was carried out
jointly with the magnetic resonance imaging department of the N. N. Alexandrov National Cancer Centre.

10.
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