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Abstract. The statement of the problem of the dual control of the regression object with multidimensional-
matrix input and output variables and dynamic programming functional equations for its solution are given. 
The problem of the dual control of the extremal regression object, i.e. object response function of which has an 
extremum, is considered. The purpose of control is reaching the extremum of the output variable by sequential 
control actions in production operation mode. In order to solve the problem, the regression function of the 
object is supposed to be quadratic in input variables, and the inner noise is supposed to be Gaussian. The 
sequential solution of the functional dynamic programming equations is performed. As a result, the optimal 
control action at the last control step is obtained. It is shoved also that the optimal control actions obtaining at 
the other control steps is connected with big difficulties and impossible both analytically and numerically. The 
control action obtained at the last control step is proposed to be used at the arbitrary control step. This control 
action is called the control action with passive information accumulation. The dual control algorithm with 
passive information accumulation was programmed for numerical calculations and tested for a number of 
objects. It showed acceptable results for the practice. 
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Introduction 

The problem of the dual control of the multidimensional regression object is formulated 
as follows [1–5]. The control system with controlled object O, controller C, feedback path and driving 
action sg  is considered (Fig. 1). 

 
Fig. 1. To the statement of the dual control problem 
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The controlled object O is described at the instant of time s  by the probability density function  

),,( ssY Uyf
s

 , 0,1, 2,...,s n , 

where )( ,,...,, 21 siiis p
YY   is the p -dimensional matrix of the output of the object at the instant of time s , 

)( ,,...,, 21 siiis q
UU   is the q-dimensional matrix of the input of the object at the instant of time s  (control 

action), },...,{ 1 m  is a set of the parameters of the controlled object consisting of the random 

multidimensional matrices m ,...,1  with known priory joint probability density function )(0, f . 

We will call the set },...,{ 1 m  a generalized parameter of the object О. It is supposed, that the 

generalized parameter   takes constant value for all of the instants of time ns ,...,1,0 . The driving 

action sg  is supposed to be known deterministic multidimensional-matrix sequence. 

The quality of the functioning of the system at each instant of time s  is estimated by a specific 
loss function ),( sss gYW , depending of output sY  and, might, driving action sg . A system, 

for which the total for 1n  instants of time total average risk 





n

s
s

n

s
sss RgYWER

00

}),({ , )),(( ssss gYWER  ,  (1) 

is minimal, is called optimal system. There )(E  means the mathematical expectation, 

)),(( ssss gYWER   is a specific risk. The control action sU  belongs to some permissible area. 

The controller C uses all of the past information in the form of observations ),...,,( 1101   ss uuuu


, 

),...,,( 1101   ss yyyy


 of the input and output values of the object to determine the control action su  at 

the instant of time s .  
The task consists of determining the strategies of the controller C, i. e. sequence 

of the conditional probability density functions ),/( 11  sssU yuuf
s


, ni ,...,1,0 , for which the total 

average risk R  (1) is minimal. 
As it is known [2–5], the optimal strategies of the controller C are not randomized, 

i.e. the control actions sU  are not random and will be denoted su . In this conditions the controller C 

will be described by conditional probability density function ),/( ssY uyf
s

 , where su  is the fixed 

value of the variable sU . We will use the following simplified notation: )()( 00,  ff , 

),/(),/( ssssY uyfuyf
s

 . 

The optimal control algorithm, i.e. the sequence of the control actions 01 ,...,, uuu nn   

is determined in pointed inverse order from the following functional equations: 

),(min),,( 11
*

1
*

  nnn
u

nnnn yuyuuf
n




,  (2) 

  


11
*

1
* ,[min),,( mnmnmn

u
mnmnmnmn yuyuuf

mn


  

]),/(),,( 1

)(

*
1

*
1  






dyuyfyuuf mnmnmn

y

mnmnmnmn

mn


, nm ,...,2,1 , (3) 

where s  is determined by expression 

 


 dyuyfgyWyu
sy

sssssssss

)(

11 ),/(),(),(


, ns ,...,0 , (4) 

in which 


 
)(

1 )(),/(),/( dfuyfyuyf ssssss


,      (5) 
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 


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)(
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0
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0
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),/()(

),/()(
)( s

v
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v
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s

duyff

uyff
f ,  (6) 

and *
1mnu  is optimal control action for the instant of time )1( mn . 

Note. The notation ),(min 1
 nnn

u
yu

n




 means the following:  

),,(),(min 111 





 nnnnnnn
u

yuuyu
n




. 

Dual control of the extremal regression object 

Let us consider the case of dual control when the controlled object has an extremal 
characteristic, and the task consist of the search and support this extremal state. The task is concretized 
in this case as follows. 

The controlled object is described at the instant of time s  by the gaussian probability density 
function: 

)),,((),/( Ysss ducNuсyf  , (7) 

where ),( suc  is the regression function, 0Yd  is the variance of the inner noise, su  

is the q-dimensional matrix of the control action )( ,)( sjs q
uu  , ),...,,( 21)( qq jjjj  , sy  is the scalar 

variable ( p -dimensional matrix with 0p ), c  is a some set of the parameters (generalized parameter 

of the object). Let us note that we natation now the generalized paramener as c  instead of  
in expressions (5), (6). We suppose too that the regression function is quadratic: 

0, 0,
,

0 0

ψ( , ) ( ) ( ) ψ( )
m m

iq i iq i
i t i t

i i

y C u C u u C C
 

     , 2m , (8) 

where iC , 2,1,0i , are the )( iqp  -dimensional random matrices, at that 2C  is symmetrical relative 

its q-multi-indexes, 
iqiqpH

iti CC ,)( ,
 , 

iqiqpB
it CC ,)( 2,

 , iqiqpH ,  and iqiqpB ,  are the substitutions 

of transpose of the type “back” and “onward” respectively [6]. Provided the regrassion function (8), 
the probability density function of the object (7) take the following form: 






















 



 2

0
,

,01

,0

))((
2

1
exp

||)2(

1
),/(

m

i
it

i
n

iq
nY

p

Y
kntn cuyd

d
ucyf

Y

. (9) 

For the task of the dual search of the minimum of the regression function we should to choose 
the loss function in the form ss YYW )( . 

Let us turn to the functional equations of the dual control (2)–(6) (with replasing  by tc ) 

and find the control actions 01 ,...,, uuu nn   based on these equations. 

1. For first, let us find the posterior probability density function )( tn cf  of the random cell 

},,{ 3,2,1, tttt CCCC   by the Bayes formula (6). We will consider the right hand part of the equality (8) 

with the parameters 3,2,1, ,, ttt CCC  and will suppose the general case, when the output variable y  

is p -dimensional matrix. Then itC ,  are )( piq  -dimensional matrices, iC  are )( iqp  -dimensional 

matrices, at that iT
iit CC )(,  , iqiqpi BT , , and iT

iti CC  )( , , iqiqpi HT , , 2,1,0i . 
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Let us agree to use below the following notations: ,..., 21 ii  are separate indexes, 

),...,,( 21)( pp iiii   is the set of p  indexes ( p -multi-index); ),...,,( ),(2),(1),(),( kpppkp iiii   is the set of k  

p -multi-indexes.  

Let the random cell }{ ,ktt CC  , mk ,0 , has the Gaussian priory probability denity function 

described by the following expresion [7]: 

 
 



m

i
jcj

m

j

ji
cicit

qq
t ttt

ij dcMcf
1

,
1

,
,,

,0,0
))())(((

2

1
exp()(  

0, 0, 0,0, 0, 0,, , ,
, , , , , ,

0 0 0 0 0 0

1 1
exp ( ( ) ) ( ( ) ) ( ( ) ) ,

2 2
j j ji i i

t t t tt t t

m m m m m m
q q qq q qi j i j i j

c t i t j t i c j c i c jc c c
i j i j i j

M c d c c d d
     

         
  

  

||)2(

1

t

c
t

c
nc

d
M


 , iqpq i  , mi ,0 , 

where the two-dimensional cell }{ ,, jicc tt
dd  , mji ,0,  , is the variance-covriance cell of the random 

cell tC  [7],   ))(( ,,,,
0,0

,, jcjticitjic ttt
CCEd   is the ))()(( pjqpiq  -dimensional matrix, 

}{ ,1 ji
cc tt

dd  , mji ,0,  , is the cell invere to the cell 
tcd , }{},...,,,{ ,,1,0, icmcccc ttttt

 , 

mi ,0 , is the one-dimensional cell of the mathematical expectation of the random cell tC , 

i.e. )( ,, itic CE
t
  is the )( piq  -dimensional matrix, cn  is the number of the scalar elements 

of the cell tC . Then the posterior probability density function )(cf n  (6) is defined by the following 

expression [7]: 

)(}}{{
2

1
exp

||)2(

1
),/( 20,012,0

11 tnctc

c
nnnt cfcD

D
uycf

tt

t

y







 


 




, (10) 

in which }{ ,, jicc tt
DD  ,  

}))(({}{}{ ,10,0,
,

,,1 ji
ji

tttt

T

uuY
ji

cji
ji

c
ji

cc SddSdDD   , mji ,0,  ,  (11) 









 




 i
i

tt

T

yu

p
m

j
jc

ji
c

pjq
i SddBB )()(}{ 1,0

0
,

,,0
, mi ,0 , (12) 

0,1 0,
, , ,

0

{ } { } { ( )}
t t t t

m
p jq

c c i c c i j j
j

N N D B D B



    , mi ,0 , (13) 









1

1

0,0 )(
n

k

uu
uuS k , 








1

1

0,0 )(
n

yu
uyS , (14) 

),...,,( 1211   nn yyyy


, ),...,,( 1211   nn uuuu


. 

The substitutions of transpose jiT ,  in (11) and iT  in (12) have the following forms: 

















ji

ji

ji
jjjiii

jjjiii
T

,...,,,,...,,,,

,,,...,,,,,...,,

2121

2121

, , mji ,0,  , 
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












i

i
i iii

iii
T

,...,,,

,,...,,

21

21
, mi ,0 , where the multi-indexes ij iiijjj ,...,,,,...,, 2121  contain by q indexes 

and the multi-indexes  ,  contain by p  indexes. There are no multi-indexes  ,  in these 

substitutions in the case of 0p , and substitutions jiT , , iT  in this case are identical [6]. 

The two-dimensional cell }{ ,1 ji
cc tt

DD  , mji ,0,  , (11) has the same dimensions 

as the two-dimensional cell }{ ,, jicc tt
DD  , i.e. ji

ct
D ,  is the ))()(( pjqpiq  -dimension matrix. 

The element iB  of the one-dimension cell }{ iBB  , mi ,0 , (12) is the )( piq  -dimension 

matrix. It is of interest in dual control to use the single measurements for updating 
the estimations (10)–(14).  

We will have for this the following expressions: 

)(0,0  k
suu

uS
s

k
s

, )(0,0  ssuy
uyS

ss
, 

determined by single measurement ),( ss yu , instead of the expressions (14).  

2. Secondly, let us find the probability density function ),/( 1nnn yuyf


 by the formula (5), 




 
)(

1 )(),/(),/(
C

tnntnnnn dcfucyfyuyf


, (15) 

where )( tn cf  is determined by the formula (10). We will use for this the following theorem from [7]: 

Theorem (total probability formula for the joint Gaussian distribution of the multidimensional 
random matrices). Let }{ i , mi ,...,2,1 , be an one-dimensional random cell, composed 

of the iq -dimensional matrices i , ik  the number of the scalar components of the matrix i , )(f  

the probability density function of the cell  , mkkkk  ...21  the number of the scalar 

components of the cell  , )/( yf  the condition probability density function of a p -dimensional 

matrix Y , Yk  the number of the scalar components of the matrix Y , kE  the k -dimensional 
Euclidean space. If in the total probability formula 





kE

dfyfyf )()/()(  (16) 

the conditional probability density function )/( yf  has the following form 












 



 )))(((
2

1
exp

||)2(

1
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1

2,01,0
m

i
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q
Y

p

Y
k

hyd
d

yf i

Y

, (17) 

where ih  is a )( iqp  -dimensional matrix, allowing the multiplication )(,0
ii

q hi  , and the probability 

density function )(f  has the following form 












 
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m

j
j
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f
1 1

,,0,0 )))()(((
2

1
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||)2(

1
)( , 

then the integral (6) (the total probability formula) is defined by the following expression: 












 








)))(((
2

1
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||)2(

1
)()/()(

1

2
,

,01,0
m

i
ii

q
Y

p

Y
k

E

hyD
D

dfyfyf i

Yk

, (18) 

where 
 


m

i

m

j
jjii

qq
YY hdhdD ij

1 1
,,

,0,0 ))(( . 
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Let us replace   by tc  and )(f  by )( tn cf  (10) in this theorem and compare the expression (9) 

with the expression (17) from theorem. We realize that iqp i  , i
ni uh  . In accordance with 

formula (18) of the theorem we obtain the following expression for the integral (15): 

0, 1 2
1

1 1
( / , ) ( / , ) ( ) exp ( ( ) )

2(2π) | |YkC

p
n n n n t n n t t Y n Yk

E Y

f y u y f y c u f c dc D y N
D




     
 

  , (19) 

where 
 


m

i

m

j

j
njic

i
n

iqjq
YY uDudD

t
1 1

,,
,0,0 ))(( ,       (20) 

0,
,

0

( )
t

m
iq i

Y n c i
i

N u N


 . (21) 

The matrices jict
D ,,  and ,tc iN  in (20), (21) are defined by the expressions (11), (13). 

3. Thirdly, the further calculations are connected with formula (4) of the functional equations. 
When the loss function is nn YW  , then we need to calculate the integral 

n

E

nnnnnnn dyyuyfyyu
yn
   ),/(),( 11


, 

with weight function ),/( 1nnn yuyf


 (19).  

This integral is nothing more than posterior mean value (21): 

1

0, 0, 0,2 2
1 1 , ,0 ,1 ,2

0

( , ) ( / , ) ( ) ( ) ( )
t t t t

m
iq i q q

n n n n n n n n n c i c n c n c
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u y y f y u y dy u N N u N u N 


     
   

. 

Returning to the case 0p  gives the equalities ,1 ,1tc cN N , ,2 ,2tc cN N , )( 11
0,0 

 n
k
nuu

uuS k , 

)( 11
0,0 

 nnyu
uyS , identical substitutions jiT , , iT  and the following expression for the function 

),( 1 nnn yu


: 

1
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0
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m
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, 

where 0,1 0,
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0
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m
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This function 1( , )n n nu y 
 

 has an extremum at the point [Appendix] 

 0, 0, 1
1 ,2 ,1

1
arg min φ ( , )

2 t t
n

q q
n n n n c c

u

u u y N N 
  

 
, (22) 

which is the optimal control action at the last n-th instant of time. The minimal value of the function 
),( 1 nnn yu


 is defined by the following expression (Appendix):  

  0, 0,* 0, 1
1 1 1 ,0 ,1 ,2 ,1

1
φ ( , , ) min φ ( , )

4t t t t
n

q q q
n n n n n n n c c c cu

u u y u y N N N N
  

  

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.  (23) 
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The search of the optimal control action 
nu  at the last n-th instant of time finished there and 

the search of the optimal control action 
1nu  at the penultimate )1( n -th instant of time starts. 

The control action 
1nu  is defined by the following expression (formula (3)): 

 











 





 




dyuyfyuuyuu nnn

y

nnnnnnn
u

n

n
n

),/(),,(,minarg 211

)(

11
*

211
*

1

1
1




. (24) 

The function ),,( 11
*

 nnnn yuu


 (23) in (24) is subjected to integration by 1ny  with weight 

function ),/( 211  nnn yuyf


 and then is minimized by 1nu  in sum with the  2111 ,  nnn yu


. One can 

show that the calculations by the expression (24) are very difficult. Indeed, the expressions 
for the parameters ,0tcN , ,1tcN , ,2tcN  of the function ),,( 11

*
 nnnn yuu


 (23) have the following 

expanded form:  
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, 

and the matrices jict
D ,, , mji ,0,  , in (25) are the elements of the cell 

tcD  inverse to the cell 1
tcD  (26). 

One can understand, that the matrices ,0tcN , ,1tcN , ,2tcN  (25) are very complicate functions 

of the matrix 1nu . As a result, it is impossible to perform the analytical calculations and minimization 

in the expression (24). The numerical minimization in the expression (24) is impossible too. 
However, the control action 

nu  (22), obtained at the last instant of time, can be used 

at any instant of time s . We will call the expression (22) the algorithm of the dual extremal control 
with passive information storage. Let us consider more general case 0p  and loss function 

0,( ) (α( ))p
s sW Y Y g  , where α and g  are constant p -dimensional matrices with the same dimension 

as the matrix Y . We have in this case the task of the dual search of the extremum of the weighted output 
vatiable of the regression function. 

The calculation of the functions )( tn cf  and ),/( 1nnn yuyf


 is described 

above (the functions (10), (19)).  
The function ),( 1 nnn yu


, in accordance with the formula (4), is defined by the following 

expression: 

 


 dyuyfYWyu
ny

nnnnnnnn

)(

11 ),/()(),(
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0, 0, 0,( ( )) ( (α( ))) (α( ( ) )) (α( ))p p p
n n n YE W Y E Y g E Y g N g       . 

Taking into account the expression (21) for the Y , we get: 
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c c n c nN g N u N u    , 

where ,0 ,0tc cN N , ,

,1 ,1( ) p q q

t

H

c cN N  , 2 ,2

,2 ,2( ) p q q

t

H

c cN N  . Hence (Appendix) 

 0, 0, 1
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1
arg min φ ( , )

2n

q q
n n n n c c

u

u u y M M 
  

 
, (27) 

where 0,
,1 ,1(α )p

c cM N , 0,
,2 ,2(α )p

c cM N . The formula (27) is the optimal control action at the last 

n-th instant of time. 
The minimal value of the function ),( 1 nnn yu


 is (Appendix): 

  0, 0,* 0, 1
1 1 1 ,0 ,1 ,2 ,1

1
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  


   
, 

where 0,
,0 ,0(α( ))p

c cM N g  . 

The search of the optimal control action 
1nu  at the penultimate )1( n -th instant of time seems 

unfeasible. The control action 
nu  (27), obtained at the last instant of time, can be used at any instant of time s . 

Computer simulation 

The algorithms of the optimal dual control with passive information storage (22), (27) were 
realized programmatically, utilized at a number of objects and showed results acceptable for practice. 
For instant, the object with Booth function as the regression function was simulated: 

2
21

2
21 )52()72(  xxxxy . (28) 

This function has minimum at the point )3,1(),( 21 xx . The following priory characteristics 
of the coefficients of the approximating polynomial (8) was used: the priory mathematical expectations 
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The four-dimensional matrix 2,2,cd  is presented by an associated with it two-dimensional 

matrix. The covariance matrices 1,0,cd , 0,1,cd , 2,0,cd , 0,2,cd , 2,1,cd  and 1,2,cd  are taken as zero matrices 

of the appropriate sizes.  
The sequence of the control actions is showed in a figure for some variant of the simulation. 

 
Fig. 1. The dual control actions for the example 

One can see in the figure that the point of the extremum of the regression function (28) 
is reached. 

Conclusion 

To sum up, the general solution to the problem of the dual control with passive information 
storage of the extremal multidimensional regression object in the Gaussian case was obtained 
for the first time. This solution can be applied to control various technological processes, but each 
of them requires separate consideration. One of them is the allowance distribution problem [8]. 

Appendix 

Let )(
)( qjxx  , ),...,,( 21)( qq jjjj  , be a q-dimensional matrix, that is the argument 

of a p -dimensional-matrix function )(
)( piyy  , ),...,,( 21)( pp iiii  , and this function has the form 
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qq cxxccxcxccxy  , where kc , 2,1,0k , are the 

)( kqp  -dimensional-matrix coefficients of the function )(x , and 2c  is symmetric relative its last 

q-multi-indexes. Let it be required to find the extremum of this function. 

Optimal value of x  can be found from the equation φ( ) / 0x x   . Differentiating of )(x  

gives the equation 0)(2 2
,0

1  xcc q
. 

Hence )(
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1
1

1
2

,0,0 ccx qq
n

  , where 1
2

,0 cq  is the matrix (0, )q -inverse to the matrix 2c . 

Let us to find the minimum value )(   xy  of the function )(x .  

Since 0,2 2 0, 0,
2 2( ) ( ( ) )q q qc x c x x and the equation 12

,0

2

1
)( cxc n

q   for  xx  is fullfilled, we have 
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Substituting 
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