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Abstract. The purpose of the work is to confirm experimentally theoretical estimates for time complexity of 

operations of the string processing model linked with the metric space for solving data processing problems in 

knowledge-driven systems including the research and comparison of the operation characteristics of these 

operations with the characteristics of similar operations for the most relevant data structures. Integral and unit 

testing were used to obtain the results of the performed computational experiments and verify their correctness. 

The C \ C++ implementation of operations of the string processing model was tested. The paper gives 

definitions of concepts necessary for the calculation of metric features calculated over strings. As a result of the 

experiments, theoretical estimates of the computational complexity of the implemented operations and the 

validity of the choice of parameters of the used data structures were confirmed, which ensures near-optimal 

throughput and operation time indicators of operations. According to the obtained results, the advantage is the 

ability to guarantee the time complexity of the string processing operations no higher than   lnkO n n  at all 

stages of a life cycle of data structures used to represent strings, from their creation to destruction, which allows 

for high throughput in data processing and responsiveness of systems built on the basis of the implemented 

operations. In case of solving particular string processing problems and using more suitable for these cases data 

structures such as vector or map the implemented operations have disadvantages meaning they are inferior in 

terms of the amount of data processed per time unit. The string processing model is focused on the application in 

knowledge-driven systems at the data management level. 

Keywords: strings processing, lists processing, string operation, concatenation, string splitting, searching by key. 

Conflict of interests. The author declares no conflict of interests. 

For citation. Ivashenko V.P. String processing model for knowledge-driven systems. Doklady BGUIR.  

2020; 18(6): 33-40. 

Foreword 

Knowledge-driven systems encompass a number of management levels [1], each of them 

correlated to a set of problems to be solved at this level. The level of data management is responsible 

for processing data that are presented as per the data representation model in a specified language. 

The texts in these languages are strings. Thus, the problems of data processing can be reduced to those 

of string processing1. 

In knowledge-based systems that include knowledge-driven systems, denotation semantics, 

including model-theoretic semantics in logical knowledge representation models and partially 

                                                           
1 Smith B. Methods and algorithms of string computations. Moscow: OOO “I.D. Williams”; 2006. 
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operational semantics are expressed through mathematical abstractions, considering such fundamental 

ones as sets. Moreover, in the theory of formal languages the strings themselves are meant to be sets, 

and thus such systems that deal with strings as the fundamental form of receiving represented data 

require implementation of set processing operations at the syntactic and semantic levels. Therefore, 

it is crucial to consider the general model allowing effective performance of string operations 

for the sake of effective implementation of set-theoretic knowledge processing operations, including 

those of metric characteristics. 

The presence of such general model has a special demand in the systems oriented 

at the integration of various types of knowledge and problem-solving models. Efficiency is considered 

primarily not in terms of performance, but in terms of the maximum delays that occur when 

performing operations that are closely related to the minimum throughput. Minimization of the delays 

and increasing minimum throughput in light of scalability of system may be more prominent that total 

problem time for the systems requiring adaptation to the surrounding medium in real-time close 

conditions.  

String processing problems are solved in compliance with the proposed model2. As the 

primary string processing model, the formal data processing model is considered3, containing 

the following string processing operations: addition of an element in the string end (push), deletion 

of an element from the string end (pop), deletion of string elements (popall), concatenation of strings 

(reduction operation) (concat), string splitting (split), obtaining of a string element by index (valueat), 

start of iterating (start), iterating by string forward and backward (increment and decrement), break 

of iterating (break), checking for an empty symbol (over), obtaining of a current string symbol (value), 

keeping of an element (keep), memorizing by (name) number (memorize), remembering by (name) 

number (remember), losing by (name) number (lose). A special feature is that the model considers 

operations of the entire life cycle, including operations that allow destroying data structures.  

Software often uses different data structures for different problems and operations 

that are optimized for these problems. However, when solving problems that require operations 

for different data structures, which is typical for the systems, focused on knowledge integration, data 

conversion from one structure to another is inefficient. In addition, the use of multiple data structures 

in some cases complicates implementation and makes it difficult to analyze. The problem is to create 

a model for processing strings with operations of the main set with minimal delays, focused 

on the implementation of set processing. The purpose of the work is to confirm, based 

on computational experiments, theoretical estimates of the time complexity of operations of the string 

processing model, considered as elements of the metric space, for solving data processing problems 

in knowledge-driven systems.  

This paper considers a sequential implementation of string processing operations and does not 

address parallel implementation. 

Routine of experiment 

As the result of the experiment, it is expected to obtain data to study a dependence 

of the operation time on the size of the string in order to compare it with the theoretical one. Also, 

based on experimental data, it is supposed to get the dependencies of the throughput of operations 

and compare them with the throughput of the corresponding operations for vector/map structures. 

It is expected that the obtained practical data will correspond to the theoretical dependencies, 

and the minimum throughput of the implemented operations will exceed that for the vector/map data 

structures. To estimate throughput, both the string elements and the strings themselves, which 

are accessible from other strings using link elements, are taken as a unit of data. This nesting of strings 

makes it possible to implement complex structures of knowledge representation languages at a higher 

level, including semantic networks. 

                                                           
2 Ivashenko V.P., editors: Shilin L.Yu. Model for processing strings and lists of data for knowledge-driven 

systems. Minsk: BSUIR; 2018:106-107. 
3 Ivashenko V.P., Belchikov A.S., Eremeev A.P., editors: Shilin L.Yu. Models of information processing in 

intelligent systems based on semantic technologies. Minsk: BSUIR; 2016: 106-107. 
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Traditional ways of representing strings (arrays) cannot meet the requirements, so string 

processing operations are implemented on the basis of memory allocation and reallocation operations [1] 

and string representation in form of a sequence tree [2], which is a type of B-tree with the structures 

on its basis used in file systems and various relational DBMS. However, this paper examines the work 

of not only the operations characteristic of such trees, but also the operations of their connection 

and separation. The operations of the string processing model were implemented using JavaScript4 [a] 

and С \ С++. To verify the implemented operations and conduct computational experiments, 

Unit [3, 4], regression and integration testing [5] were used. Unit tests were designed to check the 

correctness of operations, while integration tests implemented fragments of the main scenarios for 

working with strings. The results of multiple measurements of the integration test running time were 

averaged and the average values were taken as experimental data. 

Results and discussion 

The results of computational experiments showed a partial superiority of the implemented 

operations in comparison with operations on JavaScript arrays. Computational experiments were also 

performed (Windows 7, AMD A6-3400M APU, 4GB DDR3-666) and some of their results are 

represented by the graphs in Fig. 1 and 2, which show that in comparison with operations 

on vector\map structures, the implemented operations of the string processing model on string sizes up 

to 1000000 elements are close in operation time and provide higher throughput (at least 1000 elements 

per second). Also, the analysis of graphs demonstrates that the nature of dependencies for push, pop, 

increment, and keep operations is close to linear, which corresponds to the theoretical estimate of the 

operating time for a single data element:       , , logqO h r q n n g n   (   ~1g n ; 

 max max~ logq n n ; maxn n ;  , , 1h r q n ), where n is the string length, q is the number 

of descendants of the tree node. Some deviations from the linear nature of the dependence can 

be explained by the influence of memory and cache mechanisms. For graphs of split and concat 

operations, the nature of the dependence per data unit is close to power-law, which corresponds to the 

theoretical estimate          , , logqO h r q n n g n f n q     (   ~1f n ). Similar conclusions can be 

drawn from the graphs of other operations:              2

2, , log log logq qO h r q n n g n n n q f n       – 

theoretical estimate.  

All operations are performed on a structure of the same type, i. e. the cost of copying data 

from one structure to another (from vector to map) and back is eliminated. This allows you to use the 

proposed implementation to create systems with minimal delays for operating conditions close to real-

time modes. The confirmed characteristics allow us to implement sequential destructive operations 

of intersection and joining of sets with subquadratic time complexity. Further improvement is possible 

due to parallel processing. 

A study was made of the dependence of the operation time for various parameter values 

(the size of the non-leaf node and the size of the leaf node of the sequence tree) of structures used for 

data representation. Dependency graphs are shown in Fig. 3. Based on the research results, 

the parameters were selected that provide the best operating time. 

Within the framework of a given string processing model, such tasks as searching 

for the largest (maximum) common subsequence of two strings, searching for the largest (maximum) 

common substring [6, 7], calculating the value of metrics on strings [8–11], and others [7] are solved. 

To calculate metrics and construct a metric space based on a given model, additional concepts 

are introduced that allow calculating the number of characters that can be changed, rearranged, 

generated, duplicated, absorbed, and destroyed.  

                                                           
4 Ivashenko V. P., editors: Shilin L.Yu. Model for processing strings and lists of data for knowledge-driven 

systems. Minsk: BSUIR; 2018:106-107. 
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Fig. 1. The results of the computational experiments comparing to vector data structure operations 
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Fig. 2. The results of the computational experiments comparing to map data structure operations 

Let the set of string elements χ  be: 

 
χ

δ χ .
nS

S
S


  (1) 

Assume  ε α,β  is the editorial prescription (program): 

   
            / 0 max dim α dim β

ε α,β , , , , ,
i i i

M T R I D
   

  (2) 

which matches each occurrence of a component in a string with the command type: M  – matching, 

T  – interchanging, R  – replacement, I  – insertion (adding), D  – reduction (deletion), where 

 dim χ  is the χ  string length, and the number of corresponding types of commands is: 
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        σ α,β,λ λ ε α,βi i    , where  λ , , , , , , , , , ,M T R I D X G C P E F , (3) 

     σ α,β, σ β,α,M M . (4) 

Assume the minimum total multiplicity  π α,β,χ  of χ  occurrence in α  and β  and 

multiplicity  κ α,β,χ  of exceeded occurrence of χ  in α  as compared to β : 

      
       

   dim α dim β

π α,β,χ min σ α,γ, γ χ σ β,γ, γ χM M    ; 

      
     

dim α

κ α,β,χ max σ α,γ, γ χ π α,β,χM   . (5) 

Then one can find the number of transpositions   σ α,β, P  as: 

    
     

χ δ α

χ
σ α,β, π α,β,χ σ α,β,P M


  , (6) 

with 

     σ α,β, σ β,α,P P ;         σ α,β, , σ α,β, σ α,β,M P M P  . (7) 

The number of exchanges (replacements)   σ α,β, X  can be determined as: 

            σ α,β, min dim α dim β σ α,β, ,X M P    (8) 

with         σ α,β, , σ α,β, σ α,β,X M X M  . 

The number of generations   σ α,β, G  can be determined as: 

             σ α,β, max 0 δ α / δ β σ α,β,G X   . (9) 

The number of duplications   σ α,β, C : 

    
             χ δ α

χ
σ α,β, κ α,β,χ max 0 σ α,β, δ α / δ βC X


    , (10) 

with         σ α,β, , σ α,β, σ α,β,G C G C  : 

    
     

χ δ α

χ
σ α,β, , κ α,β,χ σ α,β,G C X


  , (11) 

          σ α,β, , dim α σ α,β, , σ α,β,G C M P X   . (12) 

The number of fusions   σ α,β, F : 

     σ α,β, σ β,α,F C . (13) 

The number of deletions (destructions)   σ α,β, E  can be determined as: 

     σ α,β, σ β,α,E G ; (14) 

     σ α,β, , σ β,α, ,E F G C . (15) 

Then the distance (metrics)ρ p  between strings α  and β : 

   0ρ α,β ρ α,βp p ; (16) 
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
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


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  



 


 
 




 


;
 

 χ χψ γ υ γk k  ; (17) 

    
 

        

     dim α dim β ε α,β ε α,βε α,β 1

, , , , , , , , ,1 1
φ α,β ω 1 ρ α ,β 1

p
i iik kp

p ijk p i jM R X T P I D G C E Fi j



 

 
    

 
  ; (18) 

 

 
γ

λ

0 λ γ
1

1 λ γ

   
 

  

, (19) 

where χυk
, 

  ε α,β
ω

i

ijk  are the weight coefficients. 

Estimation for the time complexity of counting the number of transpositions, exchanges, 

generations, duplications, reductions, and fusions with known  ε α,β  is expressed 

as           dim α dim β dim α dim βO f   , where     dim α dim βf   is the time of access to one 

string element. 

  

  

Fig. 3. Operation times (s): search by index, deletion, iteration splitting 

Conclusion 

Computational experiments have confirmed the theoretical estimates of the time complexity 

of operations of the model under consideration, which makes it possible to guarantee the time 

complexity of string processing operations no higher than   lnkO n n . Comparison with similar 
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operations on vector and map structures on strings up to 106 showed that the proposed implementation 

is no more than two orders of magnitude behind in sequential access and is superior to more than four 

orders of magnitude in the tasks of joining and splitting strings. The investigated model is proposed 

as a basis for creating technologies for developing intelligent systems that provide a unified 

representation of knowledge [12], which have compatibility, scalability, and the ability to work in real 

time. 
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